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One of the earliest attempts to create a system capable of reading texts was created
in 1870. It was a retina scanner, the work of which was based on photocells. Later
Fourier d’Albe’s Optophone appeared in 1912 and Thomas tactile relief device in 1926.
Optical text reading systems appeared in the middle of the twentieth century as a result
of the digital computers development. David Shepard, the founder of Intelligent Machine
Research, is considered the father of commercial OCR systems.

In the early 60% the automatic reading systems have become widespread, despite
the ability to read a very limited number of fonts and the limitations imposed on the
orientation of the characters. With the development of microelectronics, these systems
have been constantly improved.
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Relevance of research. The task of recognizing textual information during the
transformation of printed and handwritten text into machine codes is one of the most
important components of projects aimed at document automation. However, this task
is one of the most complex and knowledge-intensive in the field of automatic image
analysis. Even a person reading a handwriting, in isolation from the context, makes an
average of 4% of errors. As for the systems of reading printed documents, the difficulty
here is that in the relevant applications, such as, for example, automation of passport and
visa information entry, it is necessary to ensure high reliability of recognition (more than
98-99%) even with poor print quality and digitization source text [1, 2].

Thanks to the use of modern advances in computer technology, in recent decades
new methods of image processing and pattern recognition ([/]-[//]) have been developed,
making it possible to create such systems of printed text recognition that would meet the
basic requirements of automation systems document management. However, the creation of
each new application in this area still requires an additional research in connection with
the specific requirements for resolution, speed, reliability of recognition and memory,
which characterizes each specific task of developing a problem-oriented system of auto-
matic input to computer paper documentation.
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Presenting the main material. The various technologies, united by the general term
“character recognition”, are divided into the real-time recognition and batch recognition,
each of which is characterized by its own hardware and its own recognition algorithms [2-4].

In a typical optical text recognition system, entered characters are read, and digitized
by an optical scanner. After that, each symbol can be localized and selected, and the
resulting matrix is a matter to process, i.e. smoothing, filtering and normalization. As
a result of preliminary processing, the corresponding signs are allocated and then, the
classification is carried out.

There are numbers of significant problems associated with handwriting and typed
character recognition. The most important are the following:

— variety of drawing symbols forms;
— 1image distortion;
— variations in character size and scale.

Each individual character can be written in different standard fonts, for example
(Gothic, Elite, Courier, Orator), special fonts used in OCR systems, as well as many
non-standard fonts. In addition, different characters may have similar shapes [5]. For
example, “U”, “V”, “S” and “5”, “Z” and “2”, “G” and “6”.

Distortion of digital images of symbols can be of the following types (Fig. 4):

— Form distortion:

* line breaks;

* unprinted characters;

* isolation of individual points;

 non-planar nature of the information carrier (for example, the effect of distortion);

» offset of characters or their parts relative to the location in the line;

* rotation with a change in the slope of the characters;

» distortion of the symbol shape due to the digitization of the image with a “rough”

discrete.
— Radiometric distortions:

* lighting defects;

 shadows;

* glare;

» uneven background;

» errors while scanning or shooting with your video camera.

The influence of the original scale of printing is also significant. In accepted ter-
minology, a scale of 10, 12 or 17 means that 10, 12 or 17 characters are placed in an inch
of string. In this case, for example, the symbols of scale 10 are usually larger and wider
than the symbols of scale 12.

In addition to these problems, the optical text recognition system must select text
areas in the image, highlight individual characters in them, recognize these characters
and be insensitive to the method of printing (layout) and line spacing [6, 7].

Structure of optical text recognition systems. Typically, OCR systems consist of
several blocks that involve hardware or software implementation:

— optical scanner;
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— block of localization and selection of text elements;
— 1image pre-processing unit;

— feature selection unit;

— recognition unit;

— post-processing unit of recognition results.

As a result of the optical scanner work, the source text is entered into the computer
in the form of a halftone or binary image.

In order to save memory and reduce the time spent on information processing, OCR
systems typically use the conversion of a halftone image to black and white. This ope
ration is called binarization. However, it should be taken into account that the binarization
operation may lead to a deterioration in the recognition efficiency.

Software in OCR systems is responsible for presenting data digitally and splitting
the coherent text into individual characters.

After partitioning, the symbols presented in the form of binary matrices are subject to
smoothing, filtering to eliminate noise, normalization of size, and other transformations
in order to highlight the features that are subsequently used for recognition.

Character recognition occurs in the process of comparing the selected characteristics
with the reference characteristics, which are selected during the statistical analysis of the
results obtained in the process of learning the system.

Thus, semantic or contextual information can be used both to resolve uncertainties
that arise during the recognition of characters having identical dimensions, and to correct
words and phrases in general [8].

Reprocessing of text symbols images and post-processing of recognition results.
Reprocessing is an important step in the process of pattern recognition and allows for
smoothing, normalization, segmentation and approximation of line segments (Fig. 1).

Filling

Smoothing

Thinning

Normalization

Preprocess of text
characters images

Segmentation

Approximation
of line
segments

Fig. 1. Image pre-processing

Smoothing consists of operations of filling and thinning.
Filling eliminates small severance and gaps.
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Thinning is the process of reducing the thickness of a line in which several pixels
are matched to only one pixel. Sequential, parallel and hybrid thinning algorithms are
known. The most common methods of thinning are based on iterative blurring of the
contours, in which the window (3 x 3) moves along the image, and inside the window,
the corresponding operations are performed. At the end of each step, all selected points
are deleted.

Normalization consists of algorithms that eliminate the skew of individual characters
and words, and also includes procedures that normalize the characters in height and
width after their appropriate processing.

Segmentation divides the image into separate areas. As a rule, first of all it is ne-
cessary to clear the text of graphics and handwritten marks, as the listed methods allow to
process only the noisy text. The text cleared of various marks can already be segmented.

Most optical recognition algorithms divide text into characters and recognize them
separately.

This simple solution is really effective, as long as the characters of the text do not
overlap. Character merging can be caused by the typeface in which the text was typed,
by the poor resolution of the printer, or by the high brightness level selected to recover
broken characters.

The division of the text into words is possible if the word is a component feature,
according to which the segmentation is performed. Such an approach is difficult to imp-
lement due to the large number of elements to be recognized, but it can be useful if the
set of words from the code dictionary is limited by the condition of the problem.

Approximation of line segments is a process of drawing a graph of the description of
the symbol in the form of a set of vertices and straight edges, which directly approximate
the pixel chains of the original image. This approximation is performed to reduce the
amount of data and can be used in the recognition based on the selection of features that
describe the geometry and topology of the image.

In high-precision OCR systems, such as passport and visa documents, the quality
of recognition of individual characters read by machines is not considered sufficient.
Contextual information must also be used in such systems. The use of contextual infor-
mation allows not only to find errors, but also to correct them.

There are many OCR applications that use global and local position charts, trig-
rams, n-grams, dictionaries, and various combinations of these methods. Consider two
approaches to solving this problem: a dictionary and a set of binary matrices that appro-
ximate the structure of the dictionary.

It is proved that dictionary methods are one of the most effective in determining
and correcting errors in the classification of individual characters. In this case, after re-
cognizing all the characters of a word, the dictionary is searched in search of this word,
taking into account the fact that it may contain an error. If the word is in the dictionary,
it does not indicate the absence of errors. An error can turn one word in the dictionary
into another that is also in the dictionary. Such an error cannot be detected without the
use of semantic contextual information, but it only can confirm the correct spelling. If
the word is missing in the dictionary, it is considered that an error has been made in the
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word. To correct the error, they resort to replacing such a word with a similar word from
the dictionary. The correction is not performed if several suitable replacement options
are found in the dictionary. In this case, the interface of some systems offers the user dif-
ferent solutions, such as correcting the error, ignoring it and continuing to work, or make
the word in the dictionary.

The main disadvantage of using a dictionary is that the search and comparison ope-
rations used to correct errors require significant computational costs, which increase with
the volume of the dictionary.

Some developers, in order to overcome the difficulties associated with the use of the
dictionary, try to extract information about the structure of the word from the word itself.
Such information indicates the degree of plausibility of n-grams (for example, pairs and
triplets of letters) in the text. n-grams can also be globally positioned, locally positioned
or not positioned at all.

Conclusions. This paper considers the existing approaches to the problem of text
recognition. Recognition data can be obtained in two different ways — offline and online.
The main difference between them is the set of recognizable features. If the first method
is simple and can work with data obtained without the use of any specialized equipment,
the second is more accurate, but requires a much more complex data set. The combination
of different methods of recognition of signs should be considered as the main direction
of development in this area.

Animportant part of any character recognition system is the segmentation subsystem.
Distinguishing between written words in an image and distinguishing letters from words
is a complex task that requires no less attention than the actual recognition process. Even
more important is the system of selection of features, which should find significant pro-
perties of the selected letters and discard the unimportant.

A modern text recognition machine cannot exist without a dictionary and a context
recognition subsystem. They allow the machine to use external data to resolve conflict
situations, such as distinguishing between lowercase and uppercase letters or understan-
ding a vaguely written sign.
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OoHna 3 natlbinbus pantix cnpob cmeopumu cucmemy, 30amHy 34uUnmyeamu mexkcmu,
oyna cmeopena 6 1870 poyi. Bona npedcmasnsna coborw ckanep-cimkiexky, poboma siko-
20 6yna 3acnosana na pomoenemenmax. Haoani 3 ’asunuca Fourier d’Albe’s Optophone
6 1912 p. i Thomas tactile relief device ¢ 1926 p. Cucmemu onmuuHo20 3Uumyeanus
mexcmia 3’sigunucs 6 cepeduni XX cm. 6 pe3ynvmami po3eumxy yu@dposux Komn ome-
pis. lesio [llenapo, sachosnuk komnarnii Intelligent Machine Research, esascaemocs po-
OoHauanvHuxom cmeopenns komepyiunux cucmem OCR.

Ha nouamxy 60-x p.p. cucmemu asmomamuino20 3uumysanus HAOYIU WUpoKo2o
NOWUPEHHS, HEe368ANCAIOUU HA MOJNCIUBICTNG 3UUMYBAHHSA OVIHCE 0OMENHCEHOI KitbKoCmi
wpughmis i Ha oOMedHCeH s, WO HAKAAOAIOMbCSL HA OPIEHMAYII0 CUMBOTNIE. 3 PO3GUMKOM
MIKPOENEeKMPOHIKU Yi cucmemu NOCMIUHO 800CKOHAIOBANUCS.

Cucmemu OnMUYHO20 PO3NIZHABAHHSA MEKCMY BUMALAIOMb KANIOPY8AHHS ONsl pO-
OOmMU 3 KOHKPEMHUM WPUDMOM, 8 PAHHIX 8epCisiX O/ NPOSPAMYSAHHS O)10 HeOOXiOHe
300padNCEHHSL KONCHO20 CUMBONY, NPOSPAMA OOHOYACHO MO2A NPAYI08amu milbKu 3 00-
HUM wpugmom. B danuii vac natinowupeniwi max 36ani «iHmeieKmyanisHiy cucmemu,
AKI 3 GUCOKUM CIYNEHeM MOYHOCII pO3NI3HAOmMb OLbuicmy wpugdmis. Jlesxi cucmemu
ONMUYHO20 PO3NI3ZHABAHHS MEKCHY 30aMmHi 8i0HOBMI08AMU NOYAMKO8e POPMAMYEAHHs
MEeKCMY, 8PAX08VIOUU 300PANCEHHS, KOIOHKU MA THULI HeMeKCMO8l KOMNOHEHMU.

Onmuune po3nisHABaHHs MeKCmy € 00CTI0NCY8AHOI0 NPOOIEMOI0 8 0ONACMAX PO3-
NI3HABAHHA 00PA3I6, WIMYUHO20 THMENeKmy ma Komn 1omepHo2o 30py. Onmuune po3nizHa-
BAHHL CUMBOIG O0360IISE Pe0azysamu meKcm, 30IUCHIO8amU NOWYK CJIi6 uu (pas, 30epicamu
11020 8 OiNbW KOMNAKMHIL (hopmi, deMOoHCcmpysamu abo po30pyKO8Y8aAmMu Mamepiai, He
8Mpauaody AKOCMI, aHanizy8amu iHghopmayilo, a Mmakodlc 3acmocogyeamiu 00 MexKcmy
eNleKmpOoHHe nepesedeHHst, (hopMamyeants abo nepemeopeHHs. 8 YCHe MOGLEHH.

Knrwwuogi cnosa: onmuune po3nisHaganHs, CUCMeMd, 3YUmy8anHs, CUMBOIU, MEXHO-
J102is.
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